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Abstract 

uman activity recognition is a promising 

concept of pervasive computing. Multiple 

number of on body sensors is employed to 

achieve this task. Activity Recognition Chain (ARC) 

makes the process of activity recognition possible. 

ARC includes various stages namely, data 

acquisition, preprocessing, segmentation, feature 

extraction, classification, and decision fusion. 

Amongst these, classification is the most critical 

stage. The paper deals with classifying human 

activities on a big dataset. The classifiers include 

Naive Bayes, HMM, DA, and k-NN. The paper shows 

which classifier is best suited in big data environment 

for classifying the activities. 

Keywords—Activity Recognition Chain; Big Data; 

Classifier; Dataset; Pervasive Computing. 

I. INTRODUCTION  

Big data refers to datasets whose size is beyond the 

ability of traditional data processing applications to 

manage, capture, analyze, and store. Advanced 

technologies and applications have been introduced to 

handle increasing Volumes of data. With the data 

being accumulated from a large number of sources, 

the techniques also required to be advanced. The 

main objective of this research is human activity 

recognition on big data. In order to accomplish this 

task, comprehensive big data is required [1], [2]. 

Pervasive computing means "existing everywhere". It 

refers to the graceful integration of technology 

including mobile devices, wireless sensors, wearable 

computing devices, etc in such a manner, that no user  

is aware of the embedded environment. Activity-

aware systems have new applications in military 

missions, smart environments, emergency response, 

and surveillance [3], [4]. Activity recognition is 

intended to recognize human activities in real life 

scenarios. The activity recognition system keeps 

tracking the user behavior. The users can get 

proactive assistance while carrying out several tasks. 

Activity Recognition Chain (ARC) comprises of 

several stages like data acquisition, preprocessing, 

segmentation, feature extraction, classification and 

decision fusion.  

Classification is the most critical phase of ARC. It is 

possibly the most popular predictive data mining 

technique and a discrete supervised machine learning 

method. The classification algorithm is composed of 

2 phases namely training and testing. In the training 

phase the system is trained with a huge set of sample 

inputs. The testing phase predicts the values of new 

test data based on the training [5]. A number of 

classifier algorithms exist in machine learning namely 

k-Nearest Neighbors (k-NN), Naive Bayes, Support 

Vector Machines (SVM), Joint Boosting, Hidden 

Markov Models (HMM), Discriminative Analysis 

(DA), Decision Trees, Neural Networks, Logistic 

Regression and many more.  

This paper deals with studying the impacts caused by 

various classifiers in the process of recognizing an 

activity. The classifiers include Naive Bayes, k-

Nearest Neighbors (k-NN), Hidden Markov Models 

(HMM) and Discriminative Analysis (DA). The 

experiment is conducted on Educational Activity 

Recognition Framework which is freely available. 

The comparison is made by appropriate performance 

metrics. A huge data set is required to accomplish the 

specified task. There are various datasets freely 

available for human activity recognition. But, many 

of them cannot be categorized as big data. After 

extensive research a huge dataset known as 

REALDISP is selected to perform Activity 

Recognition [6], [2].  

Rest of the paper is as follows: Section 2 
discusses related work. Activity Recognition Chain is 
discussed in section 3. A brief introduction of 
classifiers is provided in section 4. Section 5 gives 
description about benchmark dataset and performance 
metrics. Performance results are presented in section 
6, followed by section 7 highlighting conclusion. 

II. RELATED WORK 

A huge amount of research is being done in the field 
of Activity Recognition, which is the latest 
development these days. In [7] each stage of ARC is 
discussed in detail. The experiment is conducted on 
sample dataset. The paper reports the results achieved 
using multiple classifiers. According to the results, 
SVM is superior to other classifiers with highest 
precision and recall values. Naive Bayes and k-NN 
have lowest recall. An Online Human Activity 
Recognition on Smart Phones is presented in [8]. It 
shows the classifier clustered k-NN performs much 
better than Naive Bayes classifier with respect to 
accuracy. Another important study is shown in [9]. 
This paper compares the performance of base level 
and meta level classifiers for the process of activity 
recognition. It shows how plural voting is more 
consistent than other techniques. 

III. ACTIVITY RECOGNITION CHAIN 

The process of recognizing an activity is termed as 

activity recognition chain (ARC). It is a series of 

signal processing, pattern recognition and machine 

learning techniques. An ARC involves several steps 

such as data acquisition, preprocessing, segmentation, 

feature extraction, classification, and decision fusion. 

The activity recognition chain is shown in Fig. 1. 
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The streams of sensor data obtained through multiple 

on Activity Recognition Chainbody sensors are 

passed as an input to ARC. The acquired data is then 

preprocessed to filter out artifacts. This entire process 

of data acquisition and filtering is known as sensor 

data acquisition and preprocessing.  The second stage 

is data segmentation, which divides the data into 

multiple sections containing a gesture or activity. 

samples are stored. In the second phase, the test 

samples are classified by assigning the class labels 

having the highest similarity to training set by 

comparing shortest distance metric.  Euclidean 

distance, Manhattan distance, and Minkowski 

distance are commonly used metrics [10], [11]. 

 

Various methods are available to perform 

segmentation such as sliding window, energy based 

segmentation, and rest position segmentation. The 

segmented data is then passed through the process 

of feature extraction and selection which extracts 

the features containing the activity characteristics 

from the signals within each segment. There are a 

wide range of choices available in this process such 

as signal based features, event based features, body 

model features, and multilevel features. In the 

considered experiment, signal based features are 

used. These include popular statistical features 

mean and variance. These features are simple 

showing high performance results in various 

activity recognition tasks. The fourth phase is the 

process of training and classification. In the 

training part, a classifier model is trained by the 

extracted features and class labels. In the 

classification part, a score for each activity class is 

calculated by the features and the trained model. A 

number of classification techniques exist such as k- 

Nearest Neighbors, Support Vector Machines, 

Hidden Markov Models, Naive Bayes, 

Discriminant Analysis and many more. The final 

stage of ARC is decision fusion which takes place 

to fuse output of several classifiers into a single 

decision. Decision fusion can either fuse features 

called early fusion or it can fuse classifiers known 

as late fusion [7].  

IV. CLASSIFIERS 

Classification process is used to categorize an 
unknown observation into a set of categories, by 
getting trained from a set of training data 
comprising of ample observations with known 
category membership. It is supervised machine 
learning technique. A large number of classifier 
techniques exist; some of them are discussed 
below. 

A. k-NN 

k-Nearest Neighbors (k-NN) is the most commonly 
used machine learning technique for activity 
recognition. The k-Nearest Neighbors comprises of 
training and classification phases. In the first phase 
the feature vectors and class labels of the training  

B. Naive Bayes 

A Naive Bayes classifier is a fast, simple, and easy 
to implement probabilistic classifier, which is 
based on Bayes' theorem. Naive Bayes classifiers 
can be efficiently trained, in a supervised learning 
scenario. They perform quite well in many 
complex real world situations, in spite of their 
simplified design. They require small amount of 
training data for parameters estimation [12], [13], 
[14]. 

C. HMM 

The Hidden Markov Model (HMM) is a powerful 
statistical learning technique for generative 
sequences modeling. Basically, they are a form of 
stochastic finite state machine well suited to 
activity recognition. It can be completely defined 
by the static state transition probability distribution, 
number of hidden states, the initial state 
distribution, and the observation symbol 
probability distribution.  It is assumed that the first 
order Markov property is followed [15], [16], [17]. 

D. Discriminative Analysis 

It is a multivariate statistical technique which is 
used to perform the classification of each 
observation into multiple groups. DA constructs a 
descriptive group discrimination model which is 
based on predictor variables. DA predicts group 
membership based on a linear grouping of the 
interval variables. The process starts with a set of 
observations where both the values of the interval 
variables and group membership are identified.  A 
model is achieved at the end of the process. It 
allows the prediction of group membership when 
the interval variables are identified [18], [19]. 

V. Benchmark Dataset and Performance 

Metrics 

There exists a large number of datasets freely 

available for the process of activity recognition. 

But, very few of them could be considered as big 

data. For this work, REALDISP Dataset has been 

selected. It fulfills all the major requirements of the 

considered experiment. 
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A. The REALDISP Dataset 

The REALDISP (REAListic sensor DISPlacement) 

benchmark dataset lend itself for benchmarking 

activity recognition techniques. The dataset 

includes a wide range of physical activities (warm 

up, cool down and fitness exercises), sensor 

modalities (acceleration, rate of turn, magnetic field 

and quaternions) and participants (17 subjects). 

There are 3 sensor displacement scenarios in the 

considered dataset namely ideal, self, and mutual. 

At, specific timestamp readings from 9 sensors is 

obtained. The sensors are IMU's (Inertial 

Measurement Unit). Each sensor provides 3D 

acceleration (accX,accY,accZ), 3D gyro 

(gyrX,gyrY,gyrZ), 3D magnetic field orientation 

(magX,magY,magZ) and 4D quaternions 

(Q1,Q2,Q3,Q4). The activity set consists of 33 

activities [20]. 

B. Performance Metrics 

A number of standard performance metrics are 

used to better evaluate the performance of ARC.  

1) Confusion Matrix: It  is used to evaluate the 

performance of a multi way classifier. In this, the 

actual class of instances is plotted against the 

predicted class. A 2- way classifier, confusion 

matrix is represented in Table 1. 

2) Recall: The proportion of positive labelled 

instances that are correctly identified as positive. It 

is also known as True Positive Rate (TPR) or hit 

rate. 

                              (1) 

3) Precision: The proportion of predicted positive 

instances that are correct. It is also known as 

Positive Predicted Value (PPV). 

                             (2) 

4) False Positive Rate: The proportion of negative 

instances that are incorrectly recognized as 

positive. 

                            (3) 

5) Average Training Time: The time which is 
required to train the labels for each training set. It 

is expressed in seconds. The average is performed 
on the time of each training set. 

6) Average Testing Time: The time which is 

required to test the labels for each testing set. It is 

expressed in seconds. The average is performed on 

the time of each testing set. 

VI. Experimental Results 

A. Experimental Setup 

The REALDISP dataset has 17 subjects which are 

further divided into an ideal and self. We have 

limited the input samples by selecting only first 9 

class labels of each subject's ideal files. We further 

divided the activities into two sets. Set 1 contains 

basic foot activities and set 2 contains jump 

activities. Null activity is included in both the sets. 

The data is then sent as an input to Activity 

Recognition Framework [21]. The framework is 

responsible to perform all the steps of an ARC. The 

run time parameters are shown in Table 2. 

B. Performance Results 

The experiment of recognizing an activity in the 
big dataset has been conducted by MATLAB 
activity recognition framework using the 
parameters mentioned in Table 2. By varying the 
classifier type, performance significantly varies. 
The performance comparison can be made using 
the above mentioned metrics. The confusion 
matrices of each 5 classifiers for both the activity 
sets are shown in Figures 2-9. 

In the Activity Recognition process, both the 
precision and recall metrics are of significant 
importance. When an algorithm returns 
considerably more appropriate results, it is termed 
as having high precision.  Whereas when an 
algorithm produced results are mostly appropriate, 
it is termed as recall. Precision refers to quality or 
exactness and recall refers to quantity or 
completeness. Fig. 10 and 11 depicts the recall and 
precision results of each 4 classifiers for basic foot 
activities set. The recall and precision outcome of 
each 4 classifiers for jump activities are shown in 
Fig. 12 and 13. Table 3 depicts the performance 
results for basic foot and jump activities set in 
tabular form.  

THE CONFUSION MATRIX FOR 2 WAY CLASSIFIER 

 Predicted Positive Predicted Negative 

Actual Positive True Positive (TP) False Negative (FN) 

Actual Negative False Positive (FP) True Negative (TN) 

RUN TIME PARAMETERS 

Properties Values 

Toolbox Educational Activity Recognition Framework 

Sensors Used Accelerometer_1 

Activity Set 

Foot Activity:  (Null, Basic Foot Activities Walking, Jogging, Running)  

Jump Activity: (Null, Jump up, Jump front & back, Jump sideways, Jump leg/arms 

open/closed, Jump rope) 

Segmentation Technique Sliding Window 

Features Selected Mean, Variance 

Classifier Techniques HMM, k-NN, Naive Bayes, DA 

Fusion Type Early 
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PERFORMANCE RESULTS OF BASIC FOOT ACTIVITIES  AND JUMP ACTIVITIES 

 k-NN Naive Bayes HMM DA 

Basic Foot Activities   

Average Training Time in Seconds 0.0019 0.0615 97.9765 0.0045 

Average Testing Time in Seconds 0.5868 0.0084 5.5820 0.0998 

Overall Precision in Percentage 55.04 43.37 43.92 42.27 

Overall Recall in Percentage 21.90 73.54 78.19 73.03 

FPR in Percentage 15.61 83.80 87.12 87.05 

Jump Activities 

Average Training Time in Seconds 0.0012 0.0381 67.2697 0.0013 

Average Testing Time in Seconds 0.3708 0.0069 5.0490 0.0778 

Overall Precision in Percentage 46.57 50.18 55.29 52.55 

Overall Recall in Percentage 33.34 48.36 50.77 48.45 

FPR in Percentage 22.69 28.47 24.35 25.94 

 

Fig. 2 Classifier HMM Confusion Matrix of Basic 

Foot Activities 

 

Fig. 3 Classifier k-NN Confusion Matrix of Basic Foot 

Activities 

 

Fig. 4 Classifier Naive Bayes Confusion 

Matrix of Basic Foot Activities 

 

Fig. 5 Classifier DA Confusion Matrix of Basic Foot 

Activities

 

Fig. 6 Classifier HMM Confusion Matrix of Jump Activities 

 

Fig. 7 Classifier k-NN Confusion Matrix of Jump Activities 
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Fig.8 Classifier Naive Bayes Confusion Matrix of Jump Activities 

 

Fig.10 Recall Value of Basic Foot Activity for Multiple Classifiers 

 

Fig. 12 Precision Value of Basic Foot Activity for Multiple Classifiers  

 

Fig. 9. Classifier DA Confusion Matrix of Jump Activities 

 

Fig. 11 Recall Value of Jump Activity for  Multiple Classifiers 

 

Fig. 13 Precision Value of  Jump Activity for Multiple Classifiers 

 

By observing the charts in Fig 10-13, we can see how 

each classifier performs differently with different 

activities. For Null activity in case of activity set 1, k-

NN performs best in terms of recall value. Naive 

Bayes, DA, HMM have low recall value. In terms of 

precision of Null activity, HMM leads all other 

classifiers. DA, Naive Bayes and k-NN are ranked in 

ascending order of precision. Although, k-NN has 

higher recall value but it is less precise for Null 

activity of activity set 1. HMM is the most successful 

classifier having highest recall value for walking 

activity, then ranked are Naive Bayes, DA and k-NN 

respectively. In terms of precision, k-NN is most 

precise in walking activity, then ranked DA, Naive 

Bayes and HMM, each having nearly the same 

precision. Activity Jogging is most accurately 

recognized by HMM classifier which has highest 

recall value. DA comes after HMM, it also shows 

significant outcome. After this, Naive Bayes is 

ranked. 

 

 k-NN performs least amongst all. Classifier HMM is 

most precise for this activity. Naive Bayes comes 

after this, showing significant outcome. After this, k-

NN is ranked. DA is least precise amongst all. For the 

running activity, classifier HMM shows the highest 

recall value. Then, ranked are Naive Bayes and DA 

respectively. k-NN performs least amongst all for the 

recall value. In terms of precision, HMM is superior 

to others. k-NN, Naive Bayes, and DA are ranked 

after HMM for precision value.  

For activity set of jump activities, the classifier k-NN 
gives highest recall value for the null activity. DA, 
Naive Bayes, and HMM also shows significant recall 
values. In terms of precision Naive Bayes leads other 
classifiers then ranked DA, HMM and k-NN 
respectively. Classifier Naive Bayes gives best recall 
result for Jump up activity. Then ranked are HMM, 
DA, and k-NN respectively. HMM shows highest 
precision here. k-NN, Naive Bayes, and DA are 
ranked after HMM respectively. In case of activity 
Jump front and back, classifier k-NN gives the best 
performance with highest recall and precision values. 
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HMM, DA and Naive Bayes are ranked after k-NN 
respectively in both the recall and precision values. 
Naive Bayes performs worst here. Classifier HMM 
gives the best recall results for the activity Jump 
sideways. DA, Naive Bayes, and k-NN classifiers are 
ranked after HMM respectively. With respect to 
precision, Naive Bayes is most precise here. DA, 
HMM, and k-NN come after Naive Bayes 
respectively. For the activity Jump legs/arms open 
closed, classifier Naive Bayes gives the best recall 
results. DA is ranked second here. Then come HMM 
and k-NN respectively. k-NN performs least amongst 
all. In terms of precision, classifier DA shows the 
best precision results. HMM is ranked second, and 
then come Naive Bayes, and k-NN respectively.  For 
the activity Jump rope, HMM gives the best recall 
result. Then ranked are DA, Naive Bayes and k-NN 
respectively. k-NN shows least performance. In terms 
of precision, k-NN gives the best results. Then, 
ranked are HMM, DA and Naive Bayes respectively. 

By performing the above comparison, we can observe 
that for some activities the recall value is not so 
higher. But still one classifier performs better than the 
other though it might have less overall recall value. 
By observing the above charts, it is clearly seen how 
HMM dominates other classifiers in basic foot 
activity set both in terms of recall and precision. 
Similarly, for the jump activity set each HMM, k-NN 
and Naive Bayes show significant performance but 
DA is weak and there is no single ruler here. In terms 
of precision as well, Naive Bayes and k-NN shows 
higher precision for 2 activities whereas HMM and 
DA shows higher precision for 1 activity only. In the 
overall it is observed that HMM dominates other 
classifiers. But, the training and testing time of HMM 
is higher than other techniques. k-NN is ranked after 
HMM as it shows higher recall for 1 basic foot 
activity and 2 jump activities. Plus, it has good 
precision and low training and testing time. k-NN is 
less complex as compared to other techniques. Naive 
Bayes is ranked third as it shows higher recall and 
precision for 2 activities only. The training and 
testing time of Naive Bayes is also lower as 
compared to other techniques. Although DA, is 
unable to give highest recall value for any particular 
activity but it has good overall recall. DA gives high 
precision for 1 activity only, but the training and 
testing time of DA is less. 

VII. Conclusion 

The paper presents an approach of identifying 
activities of a huge dataset known as REALDISP 
using MATLAB Activity Recognition Framework. 
Classification is much important as compared to other 
stages of an ARC as it is the intermediate stage 
between preprocessing and final fusion.  A good 
classifier can certainly recognize the activities more 
accurately. The classification results can be better 
observed by the confusion matrix. A tradeoff is seen 
in the results which are presented in this paper, HMM 
which identifies greater number of activities with 
higher recall and precision requires more time for 
both the training and testing. k-NN, Naive Bayes, and 
DA are trained in less time but there recognized 
activities are less as compared to HMM. k-NN is a 

reasonable classifier as it recognizes 3 activities 
superiorly. Few classifiers give good recall and 
precision results for some activities while other show 
good performance for different activities. Thus, the 
results of multiple classification techniques can be 
fused together to better perform the process of 
activity recognition. 
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